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Abstract

This review describes impulse response techniques with a curve-fitting method to measure thermodynamic properties, such as binary
diffusion coefficient, retention factor, and partial molar volume, under supercritical conditions. Theoretical background, parameter sensitivity,
sources of experimental error, noise elimination technique, and the correction of apparent binary diffusion coefficients due to column coiling
are discussed based on recent studies, together with data sources and predictive correlations for binary diffusion coefficients.
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1. Introduction

Measurements of binary diffusion coefficients for various
organic compounds in supercritical fluids have been reported
for four decades. In the 1960s and 1970s, Tsekhanskaya and
coworkers[1,2] determined binary diffusion coefficients of
naphthalene in supercritical (SC) carbon dioxide by mea-
suring dissolution rates. The Taylor dispersion method, also
called the chromatographic peak broadening method, was
first applied by Swaid and Schneider[3] to measure binary
diffusion coefficients of benzene and alkylbenzenes in su-
percritical carbon dioxide. Since then, many measurements
under supercritical conditions using this method have been
reported[4–6].

In the Taylor dispersion method, theoretical treatment was
made by Taylor[7], and further developed by Aris[8]. This
technique has been used for binary diffusion coefficients
in gaseous, liquid, and supercritical fluids[4–6,9–12]. The
technique is a type of transient response method: a delta
or delta-like pulse of solute species is injected into a flow-
ing solvent, and the response is measured at a point down-
stream. Binary diffusion coefficients are obtained from the
difference in the variances between the two points.

In general, transient response methods offer advantages
over methods conducted under steady-state conditions be-
cause measurements of transport properties can be made
from small gradients of driving forces, such as from a small
change in concentration, and the times required are rela-
tively short when compared with those under steady-state
conditions. Thus, the Taylor dispersion method is quite ac-
curate[12] and less time-consuming[4,12] than steady-state
methods.

For the Taylor dispersion method, a small quantity of
solute is injected into a fluid. A gaseous or non-viscous liq-
uid solute is injected through an ordinary six-way valve or
HPLC injector. However, the injection of a viscous liquid
or a solid solute can be difficult. Usually, these solutes are
injected as a solution dissolved in a supercritical fluid or an
organic solvent. In the former, difficulty is often encountered
in adjusting the quantity injected because solubility changes
drastically over the pressure range. In the latter, the effect
of the organic solvent is ambiguous, although the response
curves are not influenced optically by the organic solvent

which substantially has no UV or UV–Vis absorption. To
overcome problems inherent in injecting viscous liquid or
solid solutes in Taylor dispersion measurements, the au-
thors developed two impulse response methods to measure
diffusion coefficients: the modified Taylor dispersion[13],
and the chromatographic impulse response (CIR) method
[14,15].

The Taylor dispersion method has also been employed to
study diffusion in the near critical region, where some studies
report anomalous decreases experimentally[16–19]. We also
observed a decrease[20], but could not conclude that these
are due to the critical phenomena. Levert Sengers et al.[21]
suggested that the Taylor dispersion method is not adequate
for measuringD12 values in the vicinity of critical density.
By performing calculations[22] based on data of Nishiumi
et al.[17] in the Taylor dispersion method, we demonstrated
that a mixture of solute and carbon dioxide did not attain
a supercritical state at most axial positions of the diffusion
column; the measurements indicated an anomaly when a
relatively large amount of the solute was injected. Clifford
and Coleby[23] claimed that the barycentric motion may
cause the diffusion anomalies observed in the near critical
region in the flowing system. Thus, the critical anomaly in
binary diffusion coefficients is not well understood, and the
subject is not dealt with in this paper.

In this review, the theoretical background for the Tay-
lor dispersion, modified Taylor dispersion, and CIR method
are described. Accuracy, noise elimination technique, cor-
rection of apparent binary diffusion coefficient value due to
secondary flow effects, and sources of errors are discussed
along with the data sources and predictive correlations.

2. Theoretical background of impulse response
methods

Fig. 1 shows a schematic diagram of the three impulse
response methods: Taylor dispersion, modified Taylor dis-
persion, and CIR method. The first two methods measure
response curves of the solute species diffusing without ad-
sorption in an uncoated capillary column. The last technique
is experimentally identical to supercritical fluid chromatog-
raphy with a polymer-coated open tube column.
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Fig. 1. A schematic diagram of the three types of the impulse response
methods.

2.1. Taylor dispersion method

2.1.1. Fundamental equation
When a tracer species is pulse-loaded into a fully devel-

oped laminar flow moving in column tubing with a circular
cross section, tracer concentrationc(r, x, t) is described by
Eq. (1) from Taylor [7] and Aris[8]:

∂ c

∂t
=D12

[
1

r
· ∂

∂ r
·
(
r
∂ c

∂ r

)
+ ∂2c

∂ x2

]

− 2ua ·
(

1 − r2

R2

)
· ∂ c
∂ x

(1)

whereD12 is the binary diffusion coefficient of the tracer
species,R is tubing radius,ua is average fluid velocity,t is
time, andr andx are radial and axial distances, respectively.
Initial and boundary conditions are:

c = m

πR2
δ(x) at t = 0 (2)

∂c

∂r
= 0 atr = 0 andr = R (3)

c = 0 atx = ±∞ (4)

wherem is the injected amount of the tracer species. Average
concentration per cross-sectional area of tubing is defined
by:

C(x, t) = 2

R2

∫ R

0
c(r, x, t) r dr (5)

Eqs. (1)–(4)can be reduced to[8]:

∂ Capp

∂ t
= K

∂2Capp

∂ x2
− ua

∂ Capp

∂ x
(6)

K = D12 + R2u2
a

48D12
(7)

Capp = m

πR2
δ(x) at t = 0 (8)

Capp = 0 atx = ±∞ (9)

The solution ofEqs. (6)–(9)is provided by:

Capp(x, t) =
( m

πR2

)
· 1√

4πKt
· exp

[
− (x − uat)

2

4Kt

]
(10)

AlthoughCappis not equal toC, the approximation ofEq. (6)
has substantially been established as valid[8,24].

The moment method has been used to determine parame-
ter values from the response curve. However, curve fitting in
the time domain is more accurate than the moment method.
In the curve-fitting method,D12 is chosen to minimize the
root-mean-square (rms) errorε as defined by:

ε =
{∫ t2

t1
[Cexp(t) − Capp(L, t)]2 dt∫ t2

t1
[Cexp(t)]2 dt

}1/2

(11)

whereL is column length, the period betweent1 and t2 is
selected to provide a measured response curve higher than
10% peak height, and the calculated and measured response
curves are compared in the period. Typical response curves
measured by injecting acetone in SC carbon dioxide and cal-
culated with assumed parameter values are shown inFig. 2a
[24], together with the fitting errors. A parameter set of the
best-fit values is determined using an error contour map as
shown inFig. 2b [24]. The values obtained by the moment
method do not agree with the best-fit values determined by
the curve-fitting method. As depicted,ε values less than 0.01
indicate a good fit and those less than 0.02[25] or 0.03 in-
dicate an acceptable fit.

2.1.2. Analytical method of response curve
Response curves were analyzed by graphical peak width

measurement, the moment method, or the curve-fitting
method. The curve-fitting method is more accurate than the
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Fig. 2. Parameter determination by the curve-fitting method for acetone
in SC CO2. (a) Response curves observed experimentally (�) at 308.2 K
and 10.40 MPa and calculated ((—) best fit; (· · · ·) (A) ε = 0.02; (- - -)
(B) ε = 0.03; (- · - · -) (C) ε = 0.05) and (b) error contour map for
D12 vs. fluid velocity ua, (+) best fit for the curve-fitting method with
ε = 0.0033,ua = 7.3325× 10−3 m s−1, andD12 = 1.723× 10−8 m2 s−1;
(×) moment method withε = 0.015, ua = 7.3312× 10−3 m s−1, and
D12 = 1.753× 10−8 m2 s−1). The letters (A–C) correspond to the curves
in Fig. 2a. After ref. [24].

moment method[24]. The first two methods are very similar,
and for both the binary diffusion coefficients are obtained
from variances of the response curves usingEq. (12):

u3
a

2L
σ2 = D12 + R2u2

a

48D12
(12)

whereσ2 is the variance of the response curve. As noted by
Wakao and Kaguei[26], the moment method overestimates
the errors related to the frontal and tailing portions of the
response curves; in particular, in the higher moments.

2.1.3. Initial dispersion of pulse injection
For most measurements, an injected solute is assumed to

behave as a delta function, but the dispersion in the input
signal, or the variance, is not equal to zero. To avoid the
effect of the initial dispersion of the input signal, Dahmen
et al. [27] and Umezawa and Nagashima[16] employed
Eq. (13)to measure the variancesσ2 in diffusion columns
having different lengths or by detecting at two downstream
points.

σ2 = σ2(LII ) − σ2(LI) (13)

whereLI andLII designate two distances from the injection
point, or lengths of a short and a long column, respec-
tively. However, Catchpole and King[28] have claimed
that this can generate errors because the accuracy in vari-
anceσ2(LI) is diminished. If two detectors are placed at
the two downstream points, both far from the injection
points, to measure signals at the two positions in a single
injection with the curve-fitting method, the error can be
reduced.

For liquid solutes, the volume of the sample loop of an
injector is 0.2–0.5�L; a larger volume sample loop, e.g.,
20�L, is often used for injecting viscous liquid or solid so-
lutes dissolved in supercritical fluid. According to the theo-
retical calculations of Arai et al.[29], the initial dispersion
of a solute is insignificant, even when the 20-�L sample in-
jector is used. In our experience, using an injector equipped
with a 20-�L sample loop results in a response curve that
tails.

2.1.4. Wavelength dependency
In general, the wavelength used to obtain a response

curve is selected to produce the maximum absorbance in-
tensity. However, this selection may not yield good results.
Wavelength dependence onD12 values is determined using
UV–Vis detection by scanning over a range of wavelengths
for a short period of time.Fig. 3 [20]shows the wavelength
dependence of (a) absorbance intensity at the maximum
peak height of the response curve, (b) detector linearity
in terms of normalized absorbance intensity (NAI), which
is equal to the maximum absorbance intensity divided by
the value of (calculated CO2 velocity) × (peak area), (c)
the rms fitting errorε, and (d) theD12 value determined
for the response curves, measured for benzene in SC car-
bon dioxide at 313.15 K and pressures of 11.09, 16.08,
and 25.19 MPa by scanning from 220 to 280 nm at a time
interval of 1.6 s per scan and a resolution of 1 nm. These
studies produced five distinct characteristic peaks at 238,
243, 248, 254, and 260 nm, and two small peaks at 233
and 268 nm. Satisfactory detector linearity should produce
constant NAI values. As shown inFig. 3b, detector lin-
earity failed for the four characteristic peaks, especially at
247, 253, and 259 nm. The rms errors at these three char-
acteristic absorbance wavelengths were higher than those
at other wavelengths from 230 to 260 nm, while the values
remained less than 0.01. However, NAI values decreased,
with a corresponding decrease inD12 values. Note that
strictly speaking, the wavelengths showing the absorbance
peak maxima were slightly different from those showing
the maximum rms errors, as well as the NAI value andD12
values, as shown inFig. 3a–d.

For wavelengths of 237–240 nm, and 243–246 nm, the
D12 values are almost constant and rms errors are low. For
wavelengths showing characteristic peaks near 247, 253, and
259 nm,D12 values are inaccurate even under good fit con-
ditions, i.e. rms errors<0.01. Thus, theD12 values were ob-
tained from the response curves at 239 nm.Fig. 4 [20]shows
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Fig. 3. Wavelength dependence on (a) absorbance intensity for the response
curves at the maximum peak heights, (b) normalized absorbance intensity,
NAI, (c) rms error ε, and (d) D12 values for benzene in SC CO2,
measured at 313.15 K and pressures of 11.09 MPa (
), 16.08 MPa (�),
and 25.19 MPa (�) with 0.2�L of liquid benzene injected. From ref.[20].

D12/T versuscarbon dioxide viscosity for the data obtained
at 239, 253, and 254 nm. This correlation is valid for vari-
ous solutes in supercritical carbon dioxide and for the mix-
ture as well as organic solvents, as described inSections 2.8
and 3.2.2. The data at 239 nm can be represented by a straight
line (solid), while the data obtained at 254 and 253 nm are
straight lines with values lower by 6.7% (broken-dotted) and
10% (broken), respectively.

Fig. 5 [20] is a comparison ofD12/T versus carbon
dioxide viscosity forD12 data of benzene in SC carbon
dioxide at 239 nm[20] with data reported in the literature
[3,18,21,30–32], using the Taylor dispersion technique.D12

Fig. 4. D12/T vs. CO2 viscosity for theD12 data of benzene in SC CO2

at 313.15 K and 239 nm (�), 253 nm (�), and 254 nm (�). The data at
254 nm and 253 nm are deviated by−6.7% (-· - · -) and by−10% (- - -),
respectively, from the data at 239 nm (—). From ref.[20].

values measured at 253 nm were approximately 10% lower
than the data obtained at 239 nm (seeFig. 4), which is con-
sistent with the literature data[21,30,32]. However, the path
lengths of the optical cells and/or the wavelength measured
were not described in some reports; a main reason for any
inconsistency in theD12 values could be ascribed to lack
of detector linearity caused by measurements taken at a
characteristic wavelength such as 253 nm.

2.2. Modified Taylor dispersion method

For solid or highly viscous liquids, injection into the
diffusion column is difficult. If a polymer-coated column
is installed before an uncoated open capillary column, the
solute and the dissolving solvent are chromatographically
separated before reaching the inlet of the uncoated col-
umn. When the response curve is measured at both inlet

Fig. 5. D12/T vs. CO2 viscosity for theD12 data (�) of benzene in SC
CO2 at 239 nm by Funazukuri et al.[20] and literature data (�) Swaid
and Schneider[3]; (�) Sassiat et al.[30]; (�) Bueno et al.[31]; (�)
Levelt Sengers et al.[21]; (�) Funazukuri and Nishimoto[32]; (+) Ago
and Nishiumi[18]). From ref. [20].
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and outlet of the uncoated diffusion column (see Type 2 in
Fig. 1), binary diffusion coefficients are determined from
the difference in variance at the two points.

Similar to the original Taylor dispersion method, the
cross-sectional average concentration of an injected tracer
species is described byEqs. (6) and (7)in a solvent in lam-
inar flow in tubing with a circular cross section. The initial
and boundary conditions for the modified Taylor dispersion
method (the input–output response technique) then become:

Capp = 0 at t = 0 (14)

Capp = CI
exp(t) at x = 0 (15)

The solution forEqs. (6), (7), (9), (14), and (15)are obtained
by the convolution integral in:

CII
app(t) =

∫ t

0
CI

exp(ξ)f(t − ξ)dξ (16)

where

f(t) = L√
4πK t3

· exp

[−(L − uat)
2

4K t

]
(17)

Note thatf(t) is the Laplace inversion of the transfer function
F(s). As defined byEq. (18), F(s) is equal to the ratio of
the Laplace transformation of the output signalCII

app(t) to

that of the input signalCI
app(t), whereCI

app(t) andCII
app(t)

are the concentrations at two different downstream points at
distanceL.

F(s)=
∫∞

0 CII
app(t)e

−st dt∫∞
0 CI

app(t)e−st dt

= exp

[
Lua(1 −√

1 + 4Ks/u2
a)

2K

]
(18)

The output signalCII
app(t) can be obtained byEqs. (16) and

(17) with estimated values forua andD12. TheD12 value is
chosen to minimize the rms fitting error defined inEq. (11),
takingCII

exp(t) andCII
app(t) instead ofCexp(t) andCapp(L, t),

respectively.
Fig. 6 [13]shows (a) the measured input, (b) the measured

output response curve, together with calculated value for the
best fit, and (c) deviation of the calculated curve from the
measured value for�-tocopherol in SC carbon dioxide at
313.15 K and 16.40 MPa. The calculated value for the best
fit agrees well with the measured value.

Fig. 7 [13] showsD12 valuesversuspressure for phe-
nol, �-tocopherol, and�-carotene at 313.15 K, together with
those for these compounds measured by the CIR method,
described inSection 2.3, with a poly(ethylene glycol) (PEG)
coated capillary column[14]. The values[13] are consis-
tent with those obtained from a PEG coated capillary col-
umn. Note that theD12 values even for polar compounds
such as phenol can be measured accurately by the modi-
fied Taylor dispersion using response curves obtained at two
points.

Fig. 6. (a) Input signal measured, (b) output signal calculated (—) for the
best fit and measured (�) at 295 nm, and (c) deviation of output signal
calculated from that measured for�-tocopherol at 313.15 K and 16.40 MPa
for the best fit withD12 = 0.616× 10−8 m2 s−1 and ε = 0.0028, when
�-tocopherol dissolved in hexane was injected. After ref.[13].

Fig. 7. Comparison ofD12 values for phenol,�-tocopherol and�-carotene
by the modified Taylor dispersion method[13] ((�) phenol; (�)
�-tocopherol; (�) �-carotene) and the CIR method[14] ((�) phenol;
(�) �-tocopherol; (
) �-carotene). After ref.[13].
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Fig. 8. Comparison ofD12 values in the modified Taylor dispersion for
phenol, �-tocopherol and�-carotene by the curve-fitting method ((�)
phenol; (�) �-tocopherol; (�) �-carotene) with those by the moment
method ((+) phenol; (×) �-tocopherol; (�) �-carotene). The data for the
modified Taylor dispersion measurements are the same as inFig. 7. After
ref. [13].

Fig. 8 [13] is a comparison between the curve-fitting
method and moment method for a plot ofD12 versuspres-
sure for the same measurements in the modified Taylor dis-
persion method shown inFig. 7. As seen in Taylor dispersion
measurements[24], values obtained by the moment method
are scattered, whereas those obtained by the curve-fitting
method are highly correlated.

2.3. Chromatographic impulse response method

The chromatographic impulse response method is widely
performed for measuring physicochemical properties, such
as solubility and retention factor for gas chromatography,
liquid chromatography, and supercritical fluid chromatogra-
phy [33–36]. Fig. 1 (Type 3) shows a solution injected into
a laminar fluid flowing in an open capillary column whose
inner wall was coated with a polymer film. The mixture of
solute and solvent chromatographically separate while flow-
ing through the column due to different retention factors,
or capacity factork, defined as the ratio of a solute in the
polymer phase to that in the fluid phase.

This method is appropriate for a solid or viscous liquid
solute, or a relatively polar compound. The distortion or tail-
ing of response curves for polar compounds, such as phenol,
can be minimized by the choice of polymer coating.

The fundamental equation for this system is the Golay’s
equation[37], and is classified as the telegrapher’s equation
[38]. Most studies aim to determine thermodynamic proper-
ties from peak retention data (the first moments) or to study
separation efficiency of chromatographic methods. As men-
tioned, the curve-fitting method has scarcely been employed
because the accuracy of the first moment is acceptable. Bi-
nary diffusion coefficients, however, are obtained from the

second moment, as determined by Lai and Tan[39], and the
values are less reliable. Thus, we provided a theoretical basis
to the Gaussian-like approximate solution to the CIR mea-
surements with a curve-fitting method, discussed accuracy,
and outlined potential sources of error[15].

When a tracer species is pulse-injected into fully devel-
oped laminar flow in a cylindrical tube, tracer concentration
can be described byEq. (1) [14,15], similar to the Taylor
dispersion and the modified Taylor dispersion methods.
However, boundary conditions are given by:

k
∂ c

∂ t
= −2D12

R
· ∂ c
∂ r

at r = R (19)

∂ c

∂ r
= 0 atr = 0 (20)

c = 0 atx = ±∞ (21)

wherek is the retention factor, assuming that the value is
constant, irrespective of axial and radial position in the col-
umn and time, but is affected by temperature and pressure.
It is also assumed that the tracer species instantly reaches
equilibrium between the polymer layer and the supercriti-
cal fluid contacting the polymer surface. Practically,k val-
ues are determined by measuring peak retention times using
Eq. (22), or through the first moment and the solvent flow
velocity when the curve-fitting method is not employed.

k = ttr − t0

t0
(22)

wherettr and t0 are the retention times of a tracer (solute)
and inert species (k = 0), respectively. The initial condition
is:

c = m

πR2

δ(x)

1 + k
at t = 0 (23)

wherem is the amount of the tracer species injected.
The Gaussian-like solution often is used as the solution

for an impulse response. The average cross-sectional con-
centration of the columnC(x, t) is given byEq. (5). The
approximate solutionCapp(x, t) for C is:

Capp(x, t)=
( m

πR2

)
· 1

(1 + k)
√

4πat

× exp

{
−{x − uat/(1 + k)}2

4at

}
(24)

where

a = D12

1 + k
+ 1 + 6k + 11k2

(1 + k)3
· R2u2

a

48D12
(25)

The two parameters ofD12 andk are determined to minimize
rms errorε for the measured (Cexp) and calculated (Capp)
response curves atx = L betweent1 and t2, as given by
Eq. (11), similar to the other two impulse response methods.
The fitness of the response curves was considered good when
ε < 0.01, and acceptable whenε < 0.03 [15].
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Fig. 9. Error contour maps in the plot ofD12 vs.k for the data measured at
313.15 K, 17.87 MPa and the velocityua,exp = 8.84× 10−3 m s−1 for (a)
acetone (solvent) and (b) phenol (solute). (�) shows the best-fitted point:
k = 0.0482 andD12 = 1.51× 10−8 m2 s−1 for acetone andk = 1.548
andD12 = 1.22× 10−8 m2 s−1 for phenol; (×) shows that obtained by
the moment method. After ref.[15].

As shown inFig. 9 [15], k can be determined directly as
a parameter set withD12 from the error contour maps for
acetone (solvent) and phenol (solute) in thek-D12 plane.
The best fit of the parameter set ofk and D12 using the
curve-fitting method is not consistent with that obtained by
the moment method.

Fig. 10 [40]shows the dependence of pressure on (a)D12,
(b) k, and (c) rms fitting errorε for �-carotene in carbon
dioxide, together with data obtained by our group[13,14].
D12 andk values tended to decrease with increasing pres-
sure, and the data[13,14,40]were consistent. Data obtained
by single injections were plotted and yielded good repro-
ducibility [40]. Using this technique, binary diffusion co-
efficients and retention factors were determined for various
compounds[14,15,40–45].

2.4. Sensitivity of parameter values

The accuracy of parameter values strongly depends on
pressure[14,20,24,25,40,41]. Although the curve-fitting
method provides accuracy in terms of fitting error, sensi-
tivity of the parameter values is not provided directly. The
sensitivity of the determined values is estimated by the error
contour map. The values of fitting error under supercritical
conditions increase with decreasing pressure, especially

Fig. 10. Pressure dependence on (a)D12, (b) k and (c) fitting errorε
for �-carotene in CO2, (�) 308.15 K, (�) 313.15 K, (
) 323.15 K, (�)
333.15 K in[40]; (�) 313.15 K and (�) 323.15 K in ref.[14], both by the
CIR method; (�) 313.15 K in ref.[13] by the modified Taylor dispersion
method. After ref.[40].

near the critical region. In CIR measurements, the authors
[15] evaluated the parameter sensitivities ofk andD12 with
respect to flow velocityua that can be measured directly.

For a smallk, i.e., a weak adsorption system:

ua

k

dk

dua

∼= 1

k
(26)

ua

D12

dD12

dua

∼= 5 (27)

For a largek:

ua

k

dk

dua

∼= 1 (28)

ua

D12

dD12

dua

∼= 1 (29)

Thus, precise measurement ofua is required to determine
D12 for a weak adsorption system in the CIR method because
theD12 error is five times larger than that ofua.

Fig. 11 [15]shows the effect of flow velocity on the error
contour maps in ak-D12 plane for the data inFig. 9, where I,
II, and III designate the error maps at flow velocitiesua,exp,
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Fig. 11. Error contour maps in the plot ofD12 vs. k for variousua values
at I: measuredua,exp, II: 1.01× ua,exp, and III: 1.02× ua,exp for the data
in Fig. 9. Contours showε = 0.05, 0.03 and 0.01 from the outer side.
From ref. [15].

1.01ua,exp, and 1.02ua,exp, respectively. As depicted, flow
velocity directly affects the error map position in thek-D12
plane. Thus, fluid velocity must be measured as accurately
as possible.

2.5. Improvement of impulse response methods

2.5.1. Noise elimination procedure
The authors[45] applied a noise elimination technique

for extracting the response signal from the original response
curve having high-frequency noise using a low-pass filter for
the impulse response methods. In principle, this method is
applicable to any transient response curves, and is effective
for response curves showing very weak absorbance intensi-
ties if a solute having low solubility and/or at extremely low
concentration is injected. Binary diffusion coefficients and
retention factors were measured for phenol and�-carotene
in the CIR method, and binary diffusion coefficients for ace-
tone were obtained by the Taylor dispersion. As examples
of extremely low injected quantities,Fig. 12 [45] plots (a)
absorbance at maximum peak height, (b)D12, (c) k, (d) ua
× (peak area), and (e) rms errorε versusamount of phenol
injected into carbon dioxide flowing in a polymer-coated
capillary column at 313.15 K and 17.87 MPa. The values of
the binary diffusion coefficient, after noise elimination treat-
ment and analysis by the curve-fitting method, were nearly

Fig. 12. Effects of the injected amount of phenol on (a) absorbance at
the maximum peak height, (b)D12, (c) k, (d) ua × (peak area), and (e)
rms errorε at various injected amounts of phenol dissolved in acetone
at 313.15 K and 17.87 MPa, in the CIR method, treated with noise
elimination and analyzed by the curve-fitting (�) and the moment method
(+). From ref. [45].
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constant over a wide range of injected amounts, even at the
lowest amount of 6× 10−5 �mol (1.1 × 10−4 mol m−3 at
the maximum peak height). This technique also was effec-
tive in the Taylor dispersion as well as the CIR method. By
combining noise elimination treatment with the curve-fitting
method,D12 values, obtained from response curves with ex-
tremely low absorbance intensities (=2×10−4 AU), became
coincident with intrinsic values from response curves hav-
ing normal intensities. UnreliableD12 values were obtained
from the response curves having lower absorbance inten-
sities by the moment method, even after noise elimination
treatment.

2.5.2. Correction of the secondary flow effects
A coiled tube usually is used as a diffusion column,

with some exceptions employing a straight capillary column
[16,17,47]. The values of diffusion coefficients determined
with a coiled tube are affected by secondary flow due to col-
umn coiling. This phenomenon has been investigated theo-
retically by many investigators since Dean[48]. The effect
in Taylor dispersion measurements also has been estimated
as a function ofDe Sc1/2 using the moment method by Al-
izadeh et al.[49], whereDe and Sc are the Dean number
and Schmidt number, respectively. In most studies, measure-
ments were made forDe Sc1/2 < 8 to 10. The effect is less
than ca. 1%, according to the estimate by Alizadeh et al.
The authors derived a correction formula, using a polyno-
mial function ofλ, defined as the ratio of tube to coil ra-
dius, to correct the values affected by secondary flow. The
correction formula is applicable to measurements with an
uncoated capillary column in the Taylor dispersion, and a
polymer-coated capillary column in the CIR method.Fig. 13
[46] shows the effects of flow velocity in terms ofDe Sc1/2

on corrected and directly determinedD12 values for phe-
nol in carbon dioxide at 313.15 K and 16.10 MPa using CIR
measurements. The correction is effective up to aDe Sc1/2

value ofca. 20 when the correction formula is expanded in a
series ofλ10, which provides an effective range ofDeSc1/2

Fig. 13. Correction of the secondary flow effects on the diffusion coef-
ficient, whenk = 1.65, for phenol in CO2 at 313.15 K and 16.10 MPa in
the CIR measurements; corrected (�) and measured (�) diffusion coeffi-
cients. The letters of 2–10 in the figure indicate the order ofλ. After ref.
[46].

that is wider than that obtained by Alizadeh et al.[49] using
a function ofλ2.

2.6. Sources of experimental error

Alizadeh et al.[49] estimated the effects of errors due to
diffusion tube geometry, dispersion in the monitor cell, and
dispersion in the sample injection in terms of the moment.
Error sources for Taylor dispersion measurements also were
discussed[3,11]. In addition to errors introduced by wave-
length dependence, the following experimental errors also
are possible.

2.6.1. Diffusion column installation
Natural convection is relatively significant in supercrit-

ical phase, as reported by Debenedetti and Reid[50]. To
eliminate the effect of gravity or natural convection in su-
percritical fluids, a diffusion column should be installed hor-
izontally. The authors examined theD12 values resulting
from horizontal and vertical installation.D12 values obtained
from vertical installation of an uncoated column with an in-
ner diameter of 0.8 mm were lower than those obtained from
a horizontal column[17,32]. Fig. 14shows plots of the deter-
mined valuesversus DeSc1/2 for acetone at different solvent
flow rates in a 0.817 mm i.d. uncoated column installed hor-
izontally and vertically using the Taylor dispersion, together
with the rms error. The effects of secondary flow with ver-
tical and horizontal columns are nearly consistent in Taylor
dispersion measurements. However, the trend of the values
does not agree with trends reported in the literature. The dif-
ferences inD12 values for naphthalene and in the rms error

Fig. 14. Effects of the secondary flow due to column installation on (a)
apparent binary diffusion coefficients, and (b) rms errorε for acetone in
CO2 at 313.21 K and 16.00 MPa in the Taylor dispersion method with
an uncoated capillary column, when the diffusion column was installed
horizontally (�) and vertically (�).
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Fig. 15. Effects of the secondary flow due to column installation on (a)
apparent binary diffusion coefficients, (b) apparent retention factors, and
(c) rms errorε for naphthalene in CO2 at 313.21 K and 11.00 MPa by the
CIR method with a polymer-coated capillary column, when the diffusion
column was installed horizontally (�) and vertically (�).

between the two installations are small, except for higher
DeSc1/2 values using the CIR method with a polymer-coated
column (2R = 0.515 mm), as shown inFig. 15. However,
k′ values are barely influenced by installation orientation in
polymer-coated columns. Despite a lack of explanation for
the effects, a horizontal column installation is recommended.

2.6.2. Effect of weak adsorption of solute on the inner wall
of uncoated diffusion column

The authors[15] derivedEq. (30)from the Gaussian-like
approximate solution,Eq. (24), of the CIR measurements.

D12 − D12,0

D12

∼= k(5 + 11k)

1 + 6k + 11k2
(30)

whereD12 and D12,0 are the determined values assuming
k �= 0 andk = 0, respectively. Ifk = 0.1 and 0.01, error
was 36 and 5%, respectively. The estimation ofk values is
difficult for an uncoated capillary column. Unfortunately,
the assumption ofk = 0, even for weak polar compounds,
leads to significant error in the determined value.

2.6.3. Initial condition of Lai and Tan
Lai and Tan[39] employed an initial condition ofEq. (31)

for CIR measurements.

Capp = m

πR2

δ(t)

ua
at x = 0 (31)

We [15] examined the difference resulting from initial con-
ditions produced byEqs. (23) and (31). The results were not
influenced by the initial conditions.

2.6.4. Effect of surface diffusion due to concentration
gradient

The contribution of diffusion of the adsorbed species on
the surface of a polymer film coated on the inner column
wall due to a concentration gradient was examined[15].
Surface diffusion can be expressed by:

k
∂c

∂t
= kDs

∂2c

∂x2
− 2D12

R

∂c

∂r
at r = R (32)

whereDs is the surface diffusion coefficient based on con-
centration gradient of the adsorbate. Under the conditions
set byEq. (32), a in Eq. (25)should be replaced bya∗ in:

a∗ = D12 + kDs

1 + k
+ 1 + 6k + 11k2

(1 + k)3

R2u2
a

48D12
(33)

BecauseDs can be considered to be smaller thanD12, mak-
ing the second term is dominant inEq. (33). Thus, surface
diffusion effects do not need to be considered for CIR mea-
surements.

2.6.5. Effect of organic solvent when injecting solute
dissolved in organic solvent

Solid or viscous liquid solutes dissolved in an organic sol-
vent without UV–Vis absorption such as hexane[33,51,52],
and isooctane[30] can be injected into an uncoated diffusion
column. While absorbance of the solvent was negligible,
mean residence times of the solvent and solute are nearly
identical unless the molecular weights or binary diffusion
coefficients are significantly different. Solvent effects have
not been fully elucidated, although the data indicate that so-
lutes dissolved in an organic solvent yield results consistent
with those in the absence of organic solvents. To examine the
organic solvent effects in CIR measurements, several pulses
of neat acetone were repeatedly injected immediately after
the pulse of the solute dissolved in acetone[15]. Fig. 16a
[15] shows the response curve measured at the column exit
upon injection of three impulses of acetone. Note that the
first peak (#0) of acetone appearing atca. 1800 s corre-
sponds to the pulse of phenol solution.Fig. 16b and cshow
k andD12 values obtained from the response curves passed
by several pulses of acetone. Sincek andD12 do not depend
on the number of additional pulses, it can be concluded that
the diffusion of phenol in the column is not affected by the
solvent.

2.6.6. Column radius
An accurate measurement of the diameter of the diffusion

column is essential for determination of binary diffusion co-
efficients. Under supercritical or liquid conditions, the sec-
ond terms are dominant forK or a values inEqs. (7) or
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Fig. 16. Effects of the solvent. (a) Response curves (chromatogram) for
three acetone pulses after loading a pulse of acetone solution of phenol,
measured at 313.15 K, and 25.09 MPa, and (b)k and (c)D12 for phenol
vs. the times of injecting the acetone impulses, where zero in the x-axis
designates the injection of phenol dissolved in acetone. From ref.[15].

(25), respectively. Thus, an error in radius�Rdirectly influ-
ences the determinedD12 value. For the Taylor dispersion
method, whenK andua are constant:

R

D12

dD12

dR
∼= 2 (34)

Thus, the relativeD12 error, i.e.,�D12/D12, is two times
larger than that ofR. For the CIR method, ifa: constant,
ua/(1+k): constant, andR2ua: constant, then:

R

k
· dk

dR
= −2(1 + k)

k
(35)

R

D12

dD12

dR
∼= − 8(1 + 4k)

1 + 6k + 11k2
(36)

whenk is small, the relativeD12 error is almost eight times
larger than that ofR. Consequently, a more accurate measure
of R is required for the CIR method than for the Taylor
dispersion method. In contrast, whenk is large, the relative
D12 error is small, which results in an advantage of the CIR
method over the Taylor dispersion method. For example,

when k > 1.1, �D12/D12 < 2�R/R and the value of
�D12/D12 approaches zero ask becomes infinity.

We examined the accuracy of the tube diameter in two
ways: measured by an X-ray microanalyzer and obtained
from the mean residence time of a tracer injected to a laminar
flow of an organic solvent at atmospheric pressure[14,24]. In
the Taylor dispersion method, Alizadeh et al.[49] evaluated
the effect of the axial deviation of the diffusion column
diameter, the dispersion in the detector cell, and the effect
of the short column.

2.7. Determination of partial molar volume

Determining partial molar volumes (PMV) of a solute
at infinite dilution in supercritical fluid mixtures is diffi-
cult because accurate PVT data of the mixtures and pure
components are required[53]. However, the value can be
determined from the retention factor using the CIR method
with a polymer-coated capillary or a packed bed composed
of polymer-coated porous particles. The retention factork
is expressed by:(
∂(ln k)

∂(ln ρ)

)
T

= v∞
m − v∞

s

RgTβT
− 1 (37)

wherev∞
m andv∞

s are the solute PMV for the mobile phase
and the stationary phase, respectively, andρ is fluid density,
Rg is gas constant, andβT is isothermal compressibility of
the fluid.

PMV values at infinite dilution of various solutes such as
�-tocopherol[40], �-carotene[40], ubiquinone CoQ10[41],
and unsaturated fatty acids[42,43] were determined using
the CIR method, assumingv∞

s was negligible compared with
v∞

m . This assumption may be valid in the near critical region.
If v∞

s is measured separately or estimated accurately, a more
reliablev∞

m value is obtained.
As an example, thek values of�-tocopherol are plotted

against carbon dioxide density inFig. 17, and the determined
PMV values are shown inFig. 18, along with those predicted
with the modified Redlich–Kwong–Soave equation of state
with interaction parameterskij determined by Crevatin et al.

Fig. 17. Retention factork vs. CO2 density forα-tocopherol. The key is
the same as inFig. 10. From ref. [40].
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Fig. 18. Partial molar volume forα-tocopherol in CO2 for (—) obtained
from thek values; (- - -) predicted by the modified Redlich–Kwong–Soave
equation of state withkij values determined by Crevatin et al.[54]. From
ref. [40].

[54]. The determined PMV values and those predicted by
the equation of state were in agreement.

2.8. Measurements of pseudo binary diffusion coefficients

In the design of reactors for supercritical extraction, chro-
matography, and distillation, pseudo binary diffusion co-
efficient D1m of a solute in supercritical fluids containing
small amounts of an entrainer or a modifier are required.
The pseudo binary diffusion coefficients have been measured
by the Taylor dispersion method[30,55–63]. The design of
the experimental apparatus for a mixture of solvents is es-
sentially identical. Funazukuri and Ishiwata[59] measured
the pseudo binary diffusion coefficientD1m of linoleic acid
methyl ester, indole, and Vitamin K3 at 313 K in a mixture of
carbon dioxide and hexane over the entire range of hexane
mole fractions from zero to 1. TheD1m values decrease with
increasing hexane mole fraction, as shown inFig. 19 [59].
Eq. (38), called Blanc’s equation, and theD1m-viscosity cor-
relation expressed asEq. (39) are more representative of
conventional correlations[59].

Fig. 19. Comparison of diffusion coefficientsD1m for linoleic acid methyl
ester in mixed solvent of CO2 and hexane at various compositions at
313.2 K and 16.0 MPa, predicted by correlations inEq. (38) (—) and
Eq. (39)(--- ---), together with measuredD1m values (�). After ref. [59].

Fig. 20. D1m/T and D12/T vs. solvent viscosity at 313.2 K, and total
pressure of 16.0 MPa (�) and 25.0 MPa (�) for linoleic acid methyl ester
in mixture of carbon dioxide and hexane, together with binary diffusion
coefficientD12 in supercritical CO2 (+) [51], andD12 in organic solvents
[64]; n-hexane (�), n-dodecane (�), and cyclohexane (�). After ref.
[59].

D1m = 1

x2/D12 + x3/D13
(38)

wherex2, andx3 are mole fractions of carbon dioxide and
hexane, respectively, andD12 andD13 are binary diffusion
coefficients of a solute in carbon dioxide and in hexane,
respectively, at the same temperature and pressure.

D

T
= αηβ (39)

whereD is binary diffusion coefficientD12 for diffusion of a
solute in pure solvent or pseudo binary diffusion coefficient
D1m for diffusion of a solute in mixed solvent, correspond-
ingly η is viscosity of a pure solvent or a mixed solvent,
respectively, andα andβ are constants, whose values are
specific to the solute and the solvent[32,64]. However,Eq.
(39) with a single set of values ofα and β is valid for a
specific solute in supercritical carbon dioxide and organic
solvents, as shown inFig. 20 [59]. Note that theD1m values
in a mixture solvent of carbon dioxide and hexane deviated
because of uncertainty in the estimated viscosity of the mix-
ture by the method of Chung et al. (described in ref.[65])
with an accuracy of 8–9% claimed[65] for the method.

3. Measured binary and pseudo binary diffusion
coefficient data and the correlations

3.1. Data sources

Many studies have reported data on binary diffusion co-
efficients obtained using a variety of methods, including:

(1) In carbon dioxide by the Taylor dispersion me-
thod [3,16–21,24,25,27,28,30–33,47,51,52,55,56,58,
60,64,66–85].

(2) In carbon dioxide by the modified Taylor dispersion
method[13].
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(3) In carbon dioxide by the chromatographic impulse re-
sponse (CIR) method[14,15,39–45].

(4) In other supercritical fluids by the Taylor dispersion
method[86–90].

(5) In a dense fluid mixture by the Taylor dispersion
method[30,55–63].

(6) In dense carbon dioxide with micelle-forming surfac-
tant and water[85]

(7) From solid dissolution rates in supercritical fluids
[1,2,91,92].

(8) From solid dissolution rates in supercritical fluids lam-
inarly flowing in a rectangular channel[50].

(9) Of a viscous liquid (methyl oleate) from dissolution
rates in a parallel plate channel, in which supercritical
carbon dioxide was continuously flowing over a porous
plate placed on the surface of the liquid sample[93].

(10) Of a solid or viscous liquid by the capillary evaporation
technique[28,94–96].

(11) In gaseous phases of a single component and mix-
tures from ambient to 250 atm (1 atm= 101325 Pa)
with a diaphragm cell chamber using radioactive trac-
ers[97–101].

(12) By a light scattering (photon correlation) method in
mixture [102].

(13) By a nuclear magnetic resonance (NMR) method
[103].

3.2. Correlations

While predictive correlations have been proposed by many
investigators, the validity of these predictions is supported
by a limited amount of data. Although the accuracy of all
of the correlations has not been confirmed, two correlations
are effective for compounds over a wide range of molec-
ular mass, as shown inTable 1, which lists data obtained
with impulse response methods such as the Taylor disper-
sion[20,24,25,45], modified Taylor dispersion[13], and CIR
method[14,15,40–45].

3.2.1. Schmidt number correlation
Funazukuri and Wakao[104] proposed the Schmidt num-

ber correlation for predicting binary diffusion coefficients as
well as self-diffusion coefficients from low- to high-pressure
regions as:

Sc+ = Sc

Sc∗
= 1 + exp

[
5∑

i=0

ai

(v0

v

)i]
(40)

where

Sc∗ = 5

6

[
σ1 + σ2

2σ2

]2 [ 2M1

M1 + M2

]1/2

for binary diffusion (41)

and

Sc∗ = 5

6
for self-diffusion (42)

The coefficientsai are listed inTable 2. Sc and Sc∗ are
Schmidt numbers at high pressure and atmospheric pressure,
respectively, at the same temperature,v is molar volume of
the solvent,v0 is the hard-sphere closest-packed volume of
solvent molecules, andσ1 andσ2 are hard-sphere diameters
for the solute and solvent, respectively. Thev0 values for
carbon dioxide can be obtained by the polynomial function
of temperature, proposed by Funazukuri et al.[52]:

v0 = 1

1.384

(
4∑

i=0

ciT
i

)
(43)

where the constantsci are listed inTable 3. Whenσ1 is not
available, the following assumption is made:

σ1

σ2
= σvw,1

σvw,2
(44)

whereσvw,1 andσvw,2 are van der Waals diameters of so-
lute and solvent molecules, respectively, obtained from the
method described by Bondi[105].

Values of average absolute deviation (AAD%) for com-
pounds are listed inTable 1. For compounds having low
molecular weights, the binary diffusion coefficients were
accurately predicted using the van der Waals diameter as
the molecular diameter. For this case,Eq. (40)involves no
adjustable parameter. For compounds having large molec-
ular weights, e.g.,�-tocopherol, the accuracy in the pre-
diction using van der Waals diameter (σvw = 0.967 nm)
decreases as shown inFig. 21a. When the molecular diam-
eter (σ = 0.888 nm) is chosen as an adjustable parameter
listed inTable 1, the prediction improves (seeFig. 21b).

For data showing the critical anomalous decrease, devia-
tions from background values directly corresponded to the
deviations from the correlation, as shown for benzene in car-
bon dioxide inFig. 22.

3.2.2. D/T versus viscosity correlation
Eq. (39) is valid for D12 data in supercritical fluids and

various organic solvents under pressure, andD1m data in
dense mixtures of carbon dioxide and hexane. It is not the-
oretically derived, but empirically obtained. The constants
α and β are specific to the system and are related to the
solvent and a solute. No correlation to predictα andβ has
been developed. However, it is interesting thatEq. (39)with
a single set ofα andβ values represents theD12 andD1m
values for a specific solute in various solvents: supercritical
carbon dioxide, mixtures of carbon dioxide and hexane over
the entire range of mole fraction at different pressures, and
various organic solvents, as shown inFig. 20.

The values ofα andβ for each solute are listed inTable 1,
together with the effective range of temperature and pres-
sure, where the valuesα andβ were assumed to be indepen-
dent of temperature. Note thatα andβ are affected slightly
by temperature[14,41]. Moreover, the constants inEq. (39)
were determined with data that included values showing de-
creases near the critical conditions.
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Table 1
Constants in correlation of Schmidt number with solvent molar volume
in Eq. (40)

i ai

0 −4.92519817
1 5.45529385× 101

2 −2.45231443× 102

3 6.07893924× 102

4 −7.08884016× 102

5 3.29611433× 102

Table 2
Constants in correlation of effective hard-sphere packed volume inEq. (43)

i ci

0 4.452× 10−5

1 −1.152× 10−7

2 2.749× 10−10

3 −3.073× 10−13

4 1.290× 10−16

3.3. Effects of degree of unsaturation for lipids

Binary diffusion coefficients for various compounds in su-
percritical carbon dioxide decrease with increasing molec-
ular size or molecular weight, as measured by the CIR
method with a polymer-coated capillary column and shown
in Fig. 23a [44], while retention factors are not correlated
with molecular weight, as shown inFig. 23b. However, the

Fig. 21. Schmidt number correlation for�-tocopherol[13,14,40]. (a) van
der Waals diameter (σvw = 0.967 nm); and (b)σ = 0.888 nm. The key is
the same as inFig. 10; (—) represented by the correlation. After ref.[40].

Fig. 22. Plot of Schmidt number correlation for benzene ((�) 308.15 K,
(�) 313.15 K, (	) 318.15 K, (�) 323.15 K, (
) 328.15 K). From ref.
[20].

values are secondarily affected by the polarity of the so-
lute for lipids having identical carbon numbers but a differ-
ent number of double bonds.Fig. 24plotsD12 value versus
number of C–C double bonds at 313.21 K and 11 MPa for
C18 and C20 unsaturated fatty acids, methyl/ethyl esters and
triglycerides[44]. TheD12 values decreased with increasing
number of double bonds for C18 methyl and ethyl esters, and
the triglycerides. In contrast, C18 and C20 acids showed the
opposite trend. This may partly result from the stronger ef-
fect of a carboxyl group than the effect exerted by multiple

Fig. 23. (a)D12 vs. molecular weightM, and (b)k vs. M for lipids and
their derivatives. (1)α-linolenic acid; (2) linoleic acid; (3) oleic acid;
(4) elaidic acid; (5) linoleic acid methyl ester (ME); (6) oleic acid ME;
(7) elaidic acid ME; (8) EPA; (9) arachidonic acid; (10) linolenic acid
ethyl ester (EE); (11) linoleic acid EE; (12) oleic acid EE; (13) elaidic
acid EE; (14) DHA; (15) DHA ME; (16) DHA EE; (17) monoolein; (18)
dilinolein; (19) diolein; (20) trilinolenin; (21) trilinolein; (22) triolein;
(23) trielaidin; (24) triarachidonin. After ref.[44].
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Fig. 24. D12 value vs. number of C–C double bond at 313.21 K and
11 MPa for some lipid compounds: C18 acid (�), C18 methyl ester (�),
C18 ethyl ester (�), triglyceride (�), C20 acid (
). From ref. [44].

double bonds. To develop a more accurate predictive corre-
lation of binary diffusion coefficients, the effects of solute
polarity should be taken into account and more data needs
to be accumulated.

4. Conclusions

The impulse response techniques, which include the Tay-
lor dispersion, modified Taylor dispersion, and chromato-
graphic impulse response (CIR) method, are effective for
the determination of binary diffusion coefficients under su-
percritical conditions. In the CIR method, solute retention
factor and PMV, which in the latter is derived from the re-
tention factor, also can be determined. For each impulse
response method, the theoretical background, accuracy of
the parameter determined, and error sources were discussed.
The curve-fitting method was found superior to the moment
method for the analysis of the response curve. To improve the
determined values, a correction for secondary flow effects
due to column coiling, and noise elimination in response sig-
nals with low absorbance intensities were described. Based
on our recent measurements of binary diffusion coefficients,
predictive correlations based on the Schmidt number and dif-
fusion coefficient-viscosity correlations are recommended.

5. Nomenclature

a, a∗ defined byEqs. (25) and (33), respectively
(m2 s−1)

c(r, x, t) tracer concentration in cylindrical tube
(mol m−3)

C(x,t) cross-sectional average concentration,
defined byEq. (5)(mol m−3)

Capp(x, t) approximate average concentration given
by Eq. (10)or Eq. (24)(mol m−3)

D1m pseudo binary diffusion coefficient in
mixed solvent (m2 s−1)

D12 binary diffusion coefficient (m2 s−1)
D′

12 apparent binary diffusion coefficient
including secondary flow effect (m2 s−1)

D12,0 binary diffusion coefficient based on the
Taylor dispersion (m2 s−1)

Ds surface diffusion coefficient (m2 s−1)
De Dean number (= (2Rρua/η)λ

1/2)
f(t) given byEq. (17)(s−1)
F(s) transfer function defined byEq. (18)
k retention factor for polymer layer to

supercritical fluid
k′ apparent retention factor including

secondary flow effect
K defined byEq. (7)(m2 s−1)
L column length (m)
m total amount of tracer input (mol)
M molecular weight
P pressure (Pa)
r radial distance variable (m)
R tube radius (m)
Rg gas constant (J K−1 mol−1)
s Laplace operator (s−1)
Sc Schmidt number (= η/(ρD12))
Sc+ ratio of Schmidt number at high pressure to

that at atmospheric pressure
t time (s)
t1, t2 time at 10% peak height of response curve

(t1 < t2) (s)
T temperature (K)
ua average fluid velocity (m s−1)
v solvent molar volume (m3 mol−1)
v0 hard-sphere closest-packed volume

(m3 mol−1)
v∞

m infinite dilution solute partial molar volume
in fluid phase (m3 mol−1)

v∞
s infinite dilution solute partial molar volume

in polymer phase (m3 mol−1)
x axial distance variable (m)
x2, x3 mole fraction

Greek symbols
α, β constant defined byEq. (39)
βT isothermal compressibility (Pa−1)
δ(t), δ(x) Dirac’s delta function (s−1 and m−1,

respectively)
ε root-mean-square error defined byEq. (11)
η viscosity (Pa s)
λ ratio of tube radius to coil radius
ρ density (kg m−3)
σ hard-sphere diameter (m)
σ2 second order temporal moment (s2)

Superscripts
I input
II output
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Subscripts
exp experiment
vw van der Waals
1 solute
2, 3 solvent
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